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Abstract. Reaction diffusion systems can exhibite both spatial and temporal patterns. We show that the
effect of spatial variation of the removal rate can have significant effect on the stability boundaries. In
particular there can be a case of parametric resonance.
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1 Introduction

The “non common sensical” result that two species with
widely differing diffusivity can produce stable inhomoge-
nous patterns (“non common sensical” because diffusion
normally smooths out inhomogeneities) was first obtained
by Turing. Today it is widely accepted that in the pat-
tern formation first studied by Turing [1], there are two
central features [2,3] (a) local self-enhancement and (b)
long-range inhibition. The self enhancement is necessary
for the amplification of small local inhomogeneities but
is not sufficient to generate stable patterns. With this in
mind Gierer and Meinhardt introduced the two species
(A and B are two species concentration) model.
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The species B is an antagonist and consequently DB �
DA. The coefficients µA and µB are the removal rates,
the production terms are given by σA and σB , the cross
reaction coefficients are given by ρA and ρB. The constant
ka is called a saturation constant. The natural pattern
formation parameter range require µA � µB, as other-
wise the local amplification of A would not be very ef-
fective. The constant ka is not necessary for pattern for-
mation (although it has a strong impact on the actual
shape) and in what follows, we will set ka = 0. Sim-
ilarly the self production rate of B is unimportant for
pattern formation, its suffices to have a cross reaction
rate ρB which produces the species B. Thus, we may set
σB = 0. The concentrations A and B may be rescaled to
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set ρA = µA and ρB = µB. We can also rescale space
and time appropriately and finally arrive at the governing
equations [4]

∂A

∂t
= D52 A+

A2

B
−A+ σ (3)

∂B

∂t
= 52B + µ(A2 −B). (4)

The above model has three parameters D, σ and µ. The
stability characteristics of it have been well investigated
showing the possibility of a time dependent spatially peri-
odic state (spatial pattern) and a spatially homogeneous
oscillatory state (temporal pattern) in addition to the
homogeneous steady state. The stability boundaries have
been investigated.

In this work, we investigate the above model to
include spatial variation in the reaction parameters µ and
σ. Unlike the diffusion coefficients, the parameters are go-
ing to be sensitive to the environment and either spon-
taneously are or can be induced to be functions of the
spatial coordinate. However, a spatially varying σ pre-
cludes the possibility of a homogeneous steady state and
hence will not be considered here. We consider a spatially
varying µ, which always allows for a homogeneous steady
state.Such parametric variations are common in the field
of convective instabilities in fluids [5–8]. The variation is
taken to be periodic with wave number K, so that µ is re-
placed by µ̄0(1+ε cosKx) in equations (3, 4). We consider
spatial variation in µ, in order to keep the homogeneous
steady (the primary fixed point) intact in the presence
of a modulation. This helps remove mathematical compli-
cations. In general, systems would be such that only µB
in equation (2) would get modulated with ρb unaffected.
This would imply that instead of a homogeneous steady
state we would have an almost homogeneous (for small
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modulations) steady state. This complication in the de-
scription of the primary fixed point leads to proliferation
of terms with no new qualitative insight. Consequently
we have modulation on µ of equation (4). The amplitude
ε is taken to be small so that perturbation theory remains
valid. Our main observation is the possibility of a para-
metric resonance. This increases the likelihood of pattern
formation in the system. In the absence of the resonance,
there is also a stabilization of the patterned state. Thus,
our conclusion is that an oscillatory spatial variation in the
parameter µ stabilizes the spatial pattern. In Section 2,
we rederive the standard results for constant µ and in
Section 3 the results for an oscillatory µ are produced.
Section 4 consists of a brief summary.

2 The standard model

In this section, we derive the standard results for the
model represented by equations (3, 4) in order to make
our subsequent calculations with the varying parameter
more transparent. For the homogeneous steady state of
equations (3, 4) we have Ȧ = Ḃ = ∇2A = ∇2B = 0,
leading to

A = 1 + σ (5)

B = A2 = (1 + σ)2. (6)

Considering perturbations δA and δB about the above
solution and linearizing in these variations

L
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)
= 0 (7)

where
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If the solutions for δA and δB have the structure
exp(pt) cos(kx), then p+Dk2 −
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1
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and the solvability criterion is

p2 + αp+ β = 0 (10)

where

α = k2(1 +D) + µ−
1− σ

1 + σ
(11)

and

β = Dk4 +

(
µD −

1− σ

1 + σ

)
k2 + µ. (12)
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Fig. 1. The shifted µ vs. D phase boundaries in first and
second order for ε = 1/2 along with the boundaries in zeroth
order.

From equation (10) it follows that the growth rate p is
given by

2p = −α±
√
α2 − 4β. (13)

The homogeneous steady state is unstable if Re(p) > 0.
If β < 0, then this instability will certainly occur. For
α2 − 4β > 0 and β > 0, the growth rate is negative
and the homogeneous steady state is stable. At β = 0
the state loses its stability to a time dependent inhomo-
geneous state, characterized by a wave-number k which
from equation (12) is obtained as

2Dk2 =
1− σ

1 + σ
− µD ±

√[
1− σ

1 + σ
− µD

]2

− 4µD. (14)

That k is real is assured if(
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− µD

)2

≥ 4µD (15)
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2
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− 1

)2

≥ µD. (16)

For a given σ, in the µ vs. D plane, the boundary is given
by

µD =

(√
2

1 + σ
− 1

)2

(17)

and is shown by the solid curve in Figure 1. The region
to the right of the curve corresponds to the homogeneous
steady state. On this curve we have p = 0 (i.e. steady
state) but an inhomogeneity develops with k = k0 given
by

2Dk2
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= 2
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from equations (14, 17). If α2 − 4β < 0, then the growth
rate is complex and an instability (Re(p) ≥ 0) develops
for α ≤ 0. From equation (11) this requires

k2(1 +D) <
1− σ

1 + σ
− µ. (19)

The growth rate is fastest for k = 0, which would be the
preferred wave number in this case. Instability occurs for

µ <
1− σ

1 + σ
(20)

with oscillations of frequency ω0 given by

ω0 =

√
1− σ

1 + σ
· (21)

To summarise, we find that the homogeneous steady state
of equations (3, 4) is stable against time independent

perturbations if µD ≥
[( 2

1 + σ

)1
2 − 1

]2
and against os-

cillatory perturbations if µ ≥
1− σ

1 + σ
. On the boundary

µD =
[( 2

1 + σ

)1
2 − 1

]2
, a steady state with finite wave

number k0, where k2
0 =

[( 2

1 + σ

)1
2 − 1

]
/D is produced,

while on the boundary µ =
1− σ

1 + σ
, an oscillatory state

with k = 0 (i.e. homogeneous) and frequency ω0 given by
equation (21) is generated. These boundaries are shown
in Figure 1 for σ = 0.5. The two boundaries intersect at
µ = 1/3 D = 7− 4

√
3 ' 0.07, which is a codimension two

point for the system.

3 The model with varying removal rate

In this section, we consider the action of an oscillatory
spatial dependence in the parameter µ, which we write as
µ = µ̄0(1 + ε cos(Kx)). We will investigate the shift in the
boundary for the formation of an inhomogeneous steady
state. Consequently, we treat the linearized system (note
that even with a spatially varying µ, the steady homo-
geneous state solution is A = 1 + σ and B = (1 + σ)2)
as shown in equation (7) with the spatial dependence of µ
appearing in the operator L of equation (8), where we now

set
∂

∂t
= 0 since our interest is in the boundary, where the

instability is stationary. Along the boundary, we expand
the mean value µ̄0 in powers of ε as the critical value µc
of the mean removal rate µ̄0 as

µc = µ0 + εµ1 + ε2µ2 + ... (22)

where µ0 =
[√

2
1+σ − 1

]2
/D and the perturbations

δA, δB as

δA = δA0 + εδA1 + ε2δA2 + ... (23)
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Fig. 2. The shifted µ vs. D phase boundaries in first and
second order for ε = 1/4 along with the boundaries in zeroth
order.

δB = δB0 + εδB1 + ε2δB2 + ... (24)

To order unity (ε = 0),

L0

(
δA0

δB0

)
= 0 (25)

where

L0 =

−D∇2 −
1− σ

1 + σ

1

(1 + σ)2

2µ0(1 + σ) ∇2 − µ0

 · (26)

At O(ε)

L0

(
δA1

δB1

)
= 0

µ1[δB0−2(1+σ)δA0]+µ0[δB0−2(1+σ)δA0] cosKx

.
(27)

The operator L0 has a zero eigen value for k = k0 and
hence equation (27) would have to be examined closely
for solvability. Noting that δA0, δB0 ∼ cos k0x, it is clear
that provided K 6= 2k0, equation (27) would be solvable
if µ1 = 0. For K = 2k0, on the other hand, the term in
µ0 on the right hand side of equation (27) also produces
a resonant term and the removal of spurious resonance
requires

µ1 = −µ0/2. (28)

This is the parametric resonance in the system. Our
boundary is now shifted to

µc = µ0(1 + ε/2) (29)

which means that the system is more susceptible to the
pattern forming instability. This boundary is shown in
Figure 1 for ε = 1/2 and in Figure 2 for ε = 1/4. For



140 The European Physical Journal B

µ2 =
µ0

2

[
2[D2β2 + µ0D + γ]α+ 2Dβ2(γ − 1) + 4Dα2 + 2µ0

4µ0Dα2 + 2µ0γα+D2β4 + 2Dαβ2γ − 2µ0Dβ2 + γ2β2 + µ2
0

]
· (37)

µ = µ0

[
1 +

ε2

2

(
2[D2β2 + µ0D + γ]α+ 2Dβ2(γ − 1) + 4Dα2 + 2µ0

4µ0Dα2 + 2µ0γα+D2β4 + 2Dαβ2γ − 2µ0Dβ2 + γ2β2 + µ2
0

)]
· (38)

K 6= 2k0, equation (27) becomes
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)
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0
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(1 + σ)k2

0µ0

k2
0 + µ0
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(30)

(where the amplitude of δA0 has been written as δa0)
leading to

δA1 =δa0
k2

0µ0

k2
0 +µ0

1

1+σ

[
1

4+
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1
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]
(31)

and

δB1 = −δa0
(1 + σ)k2

0µ0

k2
0 + µ0

×

[
DK2
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1−σ
1+σ cosK+x

∆+
+
DK2
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1−σ
1+σ cosK−x
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]
(32)

where

∆± = −

[
DK±

4 +K±
2

(
Dµ0 −

1− σ

1 + σ

)
+ µ0

]
(33)

with K± = K±k0. Having found the solution to O(ε), we
now proceed to O(ε2), where we find

L

(
δA2

δB2

)
= 0

−
µ2(1+σ)k2

0

k2
0 +µ0

δa0 cos k0x+µ0[δB1−2(1+σ)δA1]cosKx

.
(34)

Both terms on the right hand side of equation (34) contain
resonance causing terms cos k0x and the removal of these
leads to the condition

µ2(1 + σ) = −
µ0

2

[
D(1 + σ)K+

2 − (1− σ)

∆+

+
D(1 + σ)K−

2 − (1− σ)
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+

2
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+

2
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]
(35)

or

µ2(1+σ)=−
µ0

2
(1+σ)

[
K+

2
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1
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+

1
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or
See equation (37) above.

The resulting boundary is given by

See equation (38) above.

Where α = (K2 + k2
0), β = (K2 − k2

0),

and γ =

(
Dµ0 −

1− σ

1 + σ

)
.

For K = k0, σ = 1/2, and ε = 1/2, this boundary is
shown as the dotted curve in Figure 1. Although this value
of ε is not particularly small, we believe this is close to the
maximum value of ε that a perturbation expansion can
reasonably handle. We also exhibit the effect of ε = 1/4
in Figure 2.

4 Conclusions

We have studied the effect of a spatial modulation of the
removal rate on a pattern forming system. In the unmod-
ulated system the homogeneous steady state can become
unstable to a spatially periodic but temporally steady or a
temporally periodic but spatially homogeneous state. On
modulating spatially the removal rate, we have shown that
the boundary between the homogeneous steady state and
the patterned steady state shifts to stabilize the patterned
state and also in the situation of parametric resonance the
pattern formation is aided. It is a straightforward exercise
to show that the modulation stabilizes the system against
the formation of a spatially homogeneous but temporally
varying period. By the same token, we can show easily
that for a temporal modulation of the removal rate, the
boundary between the oscillatory homogeneous and the
steady patterned state will shift to stabilize the homoge-
neous state. As for the boundary between the steady and
the time varying state the boundary will shift to stabi-
lize the time periodic state and in the case of parametric
resonance also the formation of a time periodic state is
favoured. In an arbitrary situation, we expect the varia-
tion in the removal rate to be random [9,10] in space and
time. Since a random distribution contains all the Fourier
components, we expect that the system will react strongly
to the 2k0 and 2ω0 parts and exhibit a parametric reso-
nance controlled by the particular strength in the power
spectrum.
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